
ONYX - User Interfaces for Assisting in Interactive Task Learning
for Natural Language Interfaces of Data Visualization Tools

Marcel Ruoff
marcel.ruoff@kit.edu

Karlsruhe Institute of Technology
Karlsruhe, Germany

Brad A. Myers
bam@cs.cmu.edu

Carnegie Mellon University
Pittsburgh, USA

Alexander Maedche
alexander.maedche@kit.edu

Karlsruhe Institute of Technology
Karlsruhe, Germany

ABSTRACT
While natural language interfaces (NLIs) are increasingly utilized
to simplify the interaction with data visualization tools, improving
and adapting the NLIs to the individual needs of users still requires
the support of developers. ONYX introduces an interactive task
learning (ITL) based approach which enables NLIs to learn from
users through natural interactions. Users can personalize the NLI
with new commands using direct manipulation, known commands,
or by combining both. To further support users during the training
process, we derived two design goals for the user interface, namely
providing suggestions based on sub-parts of the command and ad-
dressing ambiguities through follow-up questions and instantiated
them in ONYX. In order to trigger reflections and gain feedback
on possible design trade-offs of ONYX and the instantiated design
goals, we performed a formative user study to understand how to
successfully integrate the suggestions and follow-up question into
the interaction.
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1 INTRODUCTION
Extending data visualization tools through natural language inter-
faces (NLIs) is considered to be a promising approach to provide in-
experienced users a more intuitive way of interacting [10, 16, 29, 31].
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Typically, NLIs provide users the opportunity to articulate ques-
tions or natural language commands in their own words without
the need to learn the underlying detailed user interface of the data
visualization tool [32]. Based on the user’s input, NLIs extract rele-
vant information, such as the chart type, aggregation and required
data fields, and translate them either into an adaptation of the dis-
played visualization or to create a new visualization [24, 29, 31, 33].
However, despite the continuous improvements in natural language
processing, current NLIs still break down, for example, if the natural
language command is not supported or is missing required infor-
mation [38]. To address these breakdowns, informative prompts
are used to notify users of a breakdown [6, 13, 31, 38] or users are
requested to provide additional information to the NLI through
subsequent commands [5, 8, 28, 29] and disambiguation widgets
[10, 23]. While this enables users to better understand how they
can adapt their behavior to the NLIs integrated in the data visual-
ization tool, current NLIs lack the ability to learn from previous
breakdowns and to subsequently adapt their functionality.

We are working on integrating interactive task learning (ITL)
capabilities into NLIs for data visualization tools to provide users
the ability to extend and adapt the functionality provided by NLIs
to their individual needs. ITL is an emerging approach that allows
users to interactively teach NLIs through natural interactions [14].
Specifically, through our approach, users can personalize existing
natural language commands and extend NLIs with new natural
language commands by interactively demonstrating their intended
response either through direct manipulation, known natural lan-
guage commands or a combination of both. Recent studies showed
that users appreciate the ability to automate longer tasks and to
provide aliases to existing commands through ITL [3, 17]. Further-
more, ITL can enable users to extend existing NLIs through new
natural language commands by mapping them to a sequence of
GUI interactions [27]. However, while current research shows how
the results of the training process can be processed, for example,
to generalize the natural language command to similar tasks (e.g.
[17]), users still encounter difficulties during the training process
and are in need of assistance [3]. To address this issue, we aim to
contribute to the CHI community by investigating how users can be
assisted during the training process through suggestions and follow-up
questions and identify possible design trade-offs in their instantiation.

We conducted a participatory design process including a forma-
tive user study that explores how to successfully integrate sugges-
tions and follow-up questions in an NLI with ITL capabilities. Based
on the feedback from eight participants (so far), we designed ONYX,
a data visualization tool integrating an NLI with ITL capabilities,
and derive two design trade-offs in its instantiation.ONYX is named
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after a gemstone and stands for: Optimizing Natural language in-
terfaces for Your eXperience. Building on previous research, our
results show possible pathways to provide users with assistance
during the training process of NLIs with the ability of extending
and adapting their natural language commands. Further research is
needed to confirm the designs that best fit to the various pathways
discovered in our work.

2 RELATEDWORK
2.1 Natural Language Interfaces for Data

Visualization Tools
Despite the increasing interest in NLIs for data visualization tools
(e.g. [5, 8, 10, 20, 26, 29–31, 35]), NLIs are still vulnerable to break-
downs due to various potential errors in executing natural language
commands. The errors can be classified into three categories [38]:
(1) The natural language command is not supported, (2) the con-
text is invalid or information is missing, or (3) the result does not
match the user’s expectations. The first and third error categories
are often addressed through prompts, such as "Unable to process
that command. Please try a different one" [31, p. 7] or "Sorry, I
couldn’t understand." [13, p. 6]. Even though this tells users that
the NLI did not recognize their natural language command, it lacks
the information how they could adapt their natural language com-
mand to accurately achieve their intended goal. In contrast, the
second error type category is addressed by requesting additional
information from users [5, 8, 28, 29] or providing disambiguation
widgets [10, 23] to clarify ambiguities in their natural language
command and to handle missing information. This provides users
the information about what is missing in their initial natural lan-
guage command for future interactions so they can directly address
the error in their current natural language command. However,
these current approaches have in common that the NLI is unable
to learn from past clarifications of errors contained in the natural
language command.

2.2 Interactive Task Learning
In contrast to humans, contemporary interactive systems, such as
NLIs, are still ”limited to a fixed set of innate or pre-programmed
tasks” [14, p. 6]. However, it is unlikely that all tasks users want to
perform with a certain system can be pre-programmed by their de-
velopers prior to their usage. Previous research has also shown that
usage behavior can vary greatly from user to user, highlighting the
issue of pre-programmed fixed systems [39]. Therefore, ITL takes
inspiration from how humans teach other humans new concepts
and tasks to enable systems to learn from their users to extend the
tasks users are able to perform [14].

Laird et al. [14] derived desiderata for complete and compre-
hensive ITL capabilities, namely providing efficient and effective
task learning, task performance and interaction during the training.
Previous research investigating the aspect of task learning explored
how to generalize a learned task to enable performing similar tasks
(e.g. [1, 3, 17]). The major limitation of these systems is that they do
not address the ambiguities that arise due to the utilization of a com-
mand in different contexts. This is especially crucial in application
contexts, such as data visualization tools, where even the same ac-
tion sequence can result in completely different visualizations based

on the initial configuration of the tool. For example, Appelgren and
Lascarides [2] aim to address this issue by utilizing the structure of
the natural language command after the training process. However,
in this approach, users are unable to handle ambiguities that are
incorrectly addressed by the system. APPINITE [18], on the other
hand, requires users to describe the intended goal for each action
during the demonstration process in their own words to clarify
the goal of the task. Based on the natural language description of
the goal, APPINITE tries to infer possible ambiguities and asks
the users to clarify them. While this helps to address ambiguities
during the training process, the interaction may be impaired since
users are often reluctant to demonstrate lengthy sequences [1].

3 ONYX - AN INTERACTIVE TASK LEARNING
AGENT

3.1 Design Goals
To address the gaps identified in existing work of NLIs integrated
in data visualization tools and ITL, we distilled the following two
key design goals (DGs) for assisting users in ITL:

DG1. Derive suggestions based on sub-parts of the articu-
lated natural language command and background knowledge
of the system.
Users utilizing an ITL agent to demonstrate the meaning of the
natural language command often struggle to initially understand
what kind of concepts the system understands [3, 15, 19] and strive
for an efficient interaction [14]. To address this issue, we propose
that the system should break down the original natural language
command into its sub-parts based on the semantic structure of the
command to analyze if the sub-parts are similar to known com-
mands or whether they describe actions to be performed with the
GUI elements. If the system identifies existing knowledge about sub-
parts of the command, such as a similarity to known commands, it
should provide this knowledge back to users in form of suggestions
for the next possible actions.

DG2. Address ambiguities through follow-up questions
during the training process.
ITL-based systems often struggle to learn new natural language
commands based on only one example due to ambiguous user
actions [18]. In ONYX, this occurs since identical actions of users
can have multiple meanings based on the current configuration of
the data visualization tool. To address this issue, we propose that
the ITL-based system should address these ambiguities through
follow-up questions during the demonstration process. Specifically,
the system should check after each interaction if this interaction
has multiple interpretations based on the configuration of the data
visualization tool or previous interactions. In this way it can derive
in collaboration with users how to perform the actions provided in
different configurations of the data visualization tool.

3.2 User Interface
As depicted in Figure 1, the current version of the data visualization
tool integrating ONYX consists of A) a visualization canvas, B) GUI
elements, such as buttons for the visualization type and encodings,
to adapt the visualization using direct manipulation, C) a filter pane
to provide constraints on the data retrieved to display the visualiza-
tion, and D) an NLI providing text input and feedback to users. We
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Figure 1: User Interface of the Data Visualization Tool with integrated ITL-based NLI during the Training Process. A) Visualiza-
tion canvas, B) Buttons to adapt visualization and encodings, C) Filter pane to provide constraints, D) NLI providing text input
and feedback, E1) Signalling light and buttons to finish the demonstration mode, E2) Utterance to be demonstrated, E3) Actions
performed by the user.

provided equivalence between the interaction with GUI elements
and the NLI [4], to provide users with a nonmodal dialog with the
tool and the ability to switch between the interaction modalities
at any point. Hence, users are able to adapt the visualization, its
constraints and its encodings, such as adding a data field at the
x-Axis, using either the NLI or the GUI elements.

Furthermore, if the training process is invoked either by the
user proactively due to an incorrect response to a natural language
command or by ONYX reactively after a breakdown, an additional
training interface is shown in the overall user interface. The training
interface consists of E1) a header with signalling icon and buttons to
finish the demonstration mode, E2) display of the user’s utterance
with highlighted entities, and E3) the current understanding of
the actions performed by users during the training process. The
display of the current understanding of actions performed by users
is inspired by block-based programming tools like Blockly [9] and
Scratch [21].

4 PARTICIPATORY DESIGN PROCESS: A
FORMATIVE STUDY

4.1 Methodology
In order to design the interactions for users aswell as to demonstrate
and refine the instantiation of the design goals, we conducted a
formative study. In particular, we use our current instantiation
of ONYX as a technical probe [11] to trigger reflections and to

gain feedback and requirements from participants. Through this
formative study, we aim to answer the questions about how the
design goals should best be addressed and what design trade-offs
arise in their realization. Furthermore, this enables us to generally
improve the usability, and to design consistent interactions with
the tool through iterative feedback from participants. Therefore, we
utilize a high-fidelity prototype to explore how users react to the
assistance provided based on their own natural language commands
unrestricted by possible constraints and to inspect how well our
recognition of ambiguities and the resulting suggestions work.

Procedure. We utilize an iterative approach to incrementally
improve ONYX ’s design in cooperation with the study participants.
Similar to Kim et al. [12], we start the first iteration with two
participants and our initial prototype. Each participant takes part
in an individual participatory design task that takes around 1 hour.
During this participatory design task, the participants are first
introduced to the goal of the study, the overall procedure, and
then the informed consent is requested from the participant for
each session of the study. Second, the participants are trained on
how to interact with the data visualization tool through direct
manipulation using the mouse and keyboard, since the goal of
the study is to improve the natural language interface and the
demonstration of new natural language commands. Additionally,
the COVID-19 dataset that is integrated in the data visualization
tool is introduced to the participants.
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Third, during the main part, the participants are asked to per-
form certain tasks with the data visualization tool and demonstrate
how to handle natural language commands that are currently not
implemented in the NLI. The tasks are provided as target replication
tasks to achieve the benefits of evaluating low-level operations and
to minimize the risk of phrasing bias [34]. Specifically, the partici-
pants are handed four target visualizations that they should each
achieve through a single natural language command. We deliber-
ately chose adaptations to the visualizations that the NLI is not yet
capable of. Therefore, participants are assisted by ONYX during the
demonstration of these new natural language commands. Since the
main drawback of target replication tasks is "that the target state
or sequences may not mimic a real-world analysis scenario" [34,
p. 101] we subsequently ask participants to conduct an open-ended
data exploration. They are hence asked what visualization they are
interested in and requested to utilize direct manipulation or the
NLI to try to create these visualizations. This enables us to assess
the overall system features and usability with a more natural work-
flow and assess the performance of ONYX in assisting users in the
demonstration of natural language commands with a wider range
[34]. During the complete session the participants are encouraged
to think aloud. Their voice and the data visualization tool screens
are recorded for later analysis. Finally, we conduct a post-interview
to inform the requirements and functionalities of the next iteration.
The interviews have been conducted in a non-directive manner
to allow for an in-depth focus on the the users’ interactions and
experiences with ONYX.

A few days later, after revising the current artifact, we show
the new version to the two initial participants, so we can receive
feedback from more experienced users, and also add two new par-
ticipants so we can receive novices’ insights. For each following
iteration, we collect feedback from four participants: two experi-
enced participants from the previous iteration and two new partic-
ipants. This procedure continues until only minor adaptations to
the functionality or minor requirements are elicited in the iteration.

Participants. So far we have recruited eight participants (6
male; 2 female) from a panel of students. The participants had an
average age of 28.4 (SD = 13.5) and were either enrolled in their
undergrad (N = 4) or in their graduate studies (N = 3) and one
participant completed the graduate degree. To reach consensus for
the instantiation of the design goals in ONYX, we estimate that one
additional iteration is required. After completing the study, which
consists of two sessions for each participant, they were paid 30 US
dollars for their participation.

4.2 Design Trade-Offs
In this section we describe the feedback from the participants of
the formative study and the derived design trade-offs based on an
inductive qualitative analysis [36] of the recordings and notes. For
each design trade-off we first describe the potential designs and
then further discuss the participants’ feedback to these designs and
potential trade-offs.

Timing of Assistance in the Training Process.
Providing assistance to users during the demonstration of natural

language commands through follow-up questions and suggestions
is a key element of ONYX. However, currently it is unclear when to

provide this assistance. The assistance could either be provided (1)
synchronously with the interaction triggering the assistance or (2)
asynchronously.

In a synchronous approach, assistance would be provided directly
after a state is reached or action performed by users that requires
assistance. Suggestions (DG1) for possible actions based on the
articulated natural language command would not be provided all at
once, but in connection with the sub-part of the natural language
command that users are currently demonstrating. Specifically, in
the beginning of the interaction, users are provided with sugges-
tions for the main sub-part of the natural language command that
is derived based on the sentence structure. The suggestions are
added as blocks in the current understanding of actions performed
(Figure 1 E3). New suggestions are only provided after all unknown
concepts, such as entities, associated with the current sub-part are
included in the actions performed by users. Follow-up questions
(DG2) would be directly provided after an ambiguity arises. Hence,
users would be aware of the mapping between the action invok-
ing the follow-up question and the follow-up question itself. Since
ONYX provides a nonmodal dialog, users are able to continue with
their demonstration without utilizing suggestions or addressing
the follow-up questions.

In an asynchronous approach, assistance would be provided at
a time that would minimize the interruption of users’ interaction
flow. All suggestions that the tool derived based on the articulated
natural language command and its background knowledge would
be provided at the beginning of the training process as a collec-
tion of blocks in the current understanding of actions performed.
Follow-up questions would be accumulated during the complete
demonstration of the natural language command. Only at the end
of users’ turns would the tool ask the follow-up questions to clarify
remaining ambiguities. The tool would therefore need to maintain
a complete record of unaddressed ambiguities and remove ambigui-
ties if they are already addressed by the user’s actions. Furthermore,
the tool would need to infer when users have finished their turn.
In NLIs, users usually signal the end of their turn by terminating
their natural language command, e.g., by hitting the enter keyboard
key. However, in direct manipulation, turns often consist of multi-
ple interactions with the GUI elements. Hence, in a tool enabling
interaction with both an NLI and GUI, users either need to explic-
itly indicate the end of their turn or follow-up questions can be
provided at the end of the overall training process.

In our initial instantiation of the design goals, we utilized a syn-
chronous approach for the assistance. After participants receiving a
suggestion in the form of blocks added to the current understanding
of actions (at Figure 1 E3) and an explanation provided in the NLI
(Figure 1 D), participants did notice both parts of the suggestion due
to their spatial proximity. Participants expressed that connecting
the suggestions to a sub-part of the natural language command and
highlighting the unknown concepts helps them understand which
parts of the natural language command they still need to demon-
strate. Regarding the follow-up questions, participants expressed
satisfaction with the clear mapping between the follow-up ques-
tions and why they arose due to the temporal connection. After they
received the follow-up question, they were able to understand the
question and the reason for the request for clarification. However,
in some cases, because of the nonmodal dialogs, participants did
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not notice that the NLI provided them with a follow-up question
and continued their interaction without addressing the ambigu-
ity. To address this issue, participants proposed that either their
attention could be guided to the follow-up question by a pop up
on top of the visualization canvas or that the interaction with the
data visualization tool could be restricted to a modal dialog until
the follow-up question was answered. However, most participants
either implicitly or explicitly expressed their preference for the
current nonmodal dialog due to the freedom of choice it provides
to them.

To better understand the design trade-offs with regards to this
issue, we discussed with participants the possibility of providing
assistance asynchronously only at the beginning and end of the
demonstrations, and its implications. Participants stated that pro-
viding them the suggestions all at once at the beginning of the
training process could enable them to perform the demonstration
in a shorter time. They reasoned that because they can perceive the
complete current understanding of the natural language command
all at once they could better infer what actions need to be adapted
and which need to be added. However, some participants were
already overwhelmed by suggestions that consisted of more than
one action. Therefore, receiving the suggested actions all at once
could overwhelm users of ONYX and lead to mistakes because of
missing understanding and misplaced trust in the correctness of
the suggestions. Furthermore, to provide follow-up questions asyn-
chronously, the tool would need to ensure that users understand
why the follow-up question is asked and based on which action the
associated ambiguity arose without a temporal connection between
these elements. To substitute the temporal connection, a possible
alternative for ITL-based NLIs utilizing an asynchronous approach
can be to provide the connection as reactive feedback. For example,
when users hover their mouse over a follow-up question provided
in the NLI, the system can highlight the associated block in the
current understanding of actions performed.

Modality of Follow-up Questions.
A key challenge in systems providing more than one modality as

output (i.e., GUI and NLI) is to decide how to provide information
back to users [7, 22, 25]. Developers are encouraged to maximize
the advantages of each modality to reduce a user’s cognitive load
during the interaction with the system [25]. Since ONYX provides
users the means to interact with it through GUI elements and the
NLI, ONYX can either provide (1) visual or (2) textual follow-up
questions to users to address ambiguities.

Since the current understanding of actions performed is provided
in block-based form, visual follow-up questions can be provided to
users as a choice between two blocks depicting ONYX ’s different
possible interpretations of the action performed (see Figure 2 Vi-
sual). Users are then able to compare the differences in the blocks
and decide which block fits better to their intended goal. These
visual cues can help users in addressing ambiguities by mapping
internal cognitive process to their external representation in the
tool [37].

Textual follow-up questions are provided to the users in the NLI,
as depicted in Figure 2 Textual. Due the expressiveness of natural
language, the tool can express the difference between the interpre-
tations of the action performed in a concise way. Specifically, ONYX
analyzes in which configuration different results would arise due to

Figure 2: Comparison of the Provision of Visual and Textual
Follow-up Questions.

the ambiguity. The tool then prompts users to specify which result
they would expect in this hypothetical configuration with a Yes/No
question. Based on the answer, the tool adapts the associated block
in the current understanding of actions performed.

To investigate the design trade-offs between visual and textual
follow-up questions, we instantiated both designs during the forma-
tive study. Participants were randomly either first provided with the
visual and then with the textual follow-up questions or in the op-
posite order to understand their subsequent behavior and thought
processes.

Users’ behavior and feedback showed that they expected new
blocks to appear in the current understanding of actions performed
and usually checked whether the new blocks appearing in the in-
terface represented their intended goal. Therefore, they quickly
noticed the visual follow-up questions prompting them to address
the ambiguity that arose due to their last action. Participants fur-
ther stated that the decision between two blocks representing the
different interpretations of the action by the tool further enabled
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them to make fast decisions without disturbing their interaction
flow too much. However, when participants were asked during the
formative study to explain why the ambiguity arose they were not
able to identify the reason based on the visual follow-up questions.
Furthermore, participants frequently chose the wrong option based
on their overall goal of the functionality associated with the natural
language command due to this missing understanding.

In contrast, after receiving textual follow-up questions partic-
ipants had a clear understanding why the ambiguity arose based
on the abstraction provided in natural language in the NLI. Par-
ticipants stated that based on this understanding they were easily
able to decide the appropriate answer for the Yes/No question. This
was further supported by their behavior, since participants were
deciding more accurately between the different interpretations of
their action compared to the visual follow-up questions. However,
participants expressed that they did not expect new prompts in
the NLI if they used direct manipulation for the training. There-
fore, they sometimes overlooked the textual follow-up questions and
continued the training process without addressing the ambiguity.
Participants suggested that this issue can be addressed by providing
a pop-up in the visualization canvas, which is the center of atten-
tion of users, that quickly notes that the user received a follow-up
question in the NLI. Another possibility to address this issue would
be to graphically connect the GUI element that users utilized for
their demonstration and the provided follow-up question in the
NLI using a line to guide the attention of users from their current
point of interaction to the NLI.

5 FUTUREWORK AND CONCLUSION
In this paper, we introduced two design goals for assisting users
in ITL for NLIs of data visualization tools that aim on addressing
current gaps in existing work, namely addressing ambiguities and
providing an efficient interaction during the training process. We
have created an instantiation of the two design goals in ONYX.
We used ONYX in a formative study to identify potential design
trade-offs in the instantiation of these two design goals and describe
participants viewpoints on the design trade-offs.

Even though our formative study already shows promising re-
sults for assisting users during the training process, the effects on
the accuracy of the training and the efficiency of the interactions
need to be rigorously evaluated through further qualitative and
quantitative studies. Building on the results of our formative study,
qualitative studies could elaborate under which circumstances de-
signers should choose one of the various design trade-offs we iden-
tified. Furthermore, quantitative studies could confirm or reject
initial hypothesis we derived in our formative study, such as that
addressing ambiguities during the training process through follow-
up questions would lead to more accurate demonstrations. Finally,
we believe that our design goals and their design trade-offs pro-
vide future research interesting perspectives in investigating the
assistance of users during the training process of NLIs with ITL-
capabilities beyond the context of data visualization tools.
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