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ABSTRACT

Multimodal interaction for visual data analysis and exploration pro-
vides new opportunities for empowering users to engage with data.
However, it is not well understood which input modalities should be
leveraged for certain information visualization (InfoVis) operations
and how user would prefer to utilize them during data analysis and
exploration. In order to close this research gap, we performed an
user-elicitation study to examine how users utilize touch, speech,
mid-air hand gestures and a combination of those for various InfoVis
operations on large interactive displays. We believe this analysis
will help us identify associated challenges and provide knowledge
for the development of systems that provide multimodal interaction
capabilities for visual data analysis and exploration.

Index Terms: Human-centered computing—Interaction tech-
niques; Human-centered computing—Visual analytics

1 INTRODUCTION

Interaction in visual data analysis and exploration provides users the
means to enter into a dialogue with the information visualization
(InfoVis) and enables users to understand and gain insights into the
underlying data. In recent years, InfoVis interactions have increas-
ingly taken advantage of the new possibilities offered by advanced
interaction technologies, such as touch, speech and mid-air hand
gesture and the combination of those [3, 7].

However, a key challenge in designing multimodal interaction for
visual data analysis and exploration is to understand how users want
to interact with InfoVis systems using multimodal capabilities itself
and how InfoVis operations, context and individual characteristics
influence their preferences [8]. To date, multimodal interaction for
InfoVis are mostly defined by system designers and not the users
itself [3]. Although this may be chosen out of concern for reliable
recognition [6], it is not helpful for determining which interactions
and combination of modalities are intuitive to the users. Furthermore,
the effects of different modalities and modality combinations on the
interactivity and cognition of the users are not well understood [3].

Particularly in the context of large interactive displays, such as
Microsoft’s Surface Hub or Samsung’s Flip, researchers strive to
understand which modalities users would prefer for interacting based
on their individual characteristics [8]. However, it is unclear how
users want to interact with InfoVis systems on large interactive
displays using touch, speech and mid-air hand gestures and how
preferences depend on the InfoVis operation.

In order to address this research gap, we build on previous re-
search [5] and report insights from a user-elicitation study with 30
participants. Specifically, for 15 typical InfoVis operations (e.g.,
filter, reconfigure) user preferences for touch, speech, mid-air hand
gestures and a combination of these modalities were elicited as well
as the most popular interactions were derived. After a more detailed
analysis, we intend to contribute with a set of user-defined interac-
tions for InfoVis systems on large interactive displays as well as
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modality preferences of users for the selected 15 operations.

2 METHODOLOGY

To better understand how users want to interact with multimodal
InfoVis systems on large interactive displays using (1) touch, (2)
speech, (3) mid-air hand gestures, and (4) a combination of these
modalities, we conducted a lab-based user-elicitation study. Further-
more, we investigated how user preferences depend on the specific
operation. In the following, we will describe the underlying method-
ology of the performed user-elicitation study in more detail.

2.1 Participants and Apparatus
The thirty participants in the user-elicitation study consisted of eight
female and twenty-two male participants with a mean age of 22.8
years (SD = 5.94). In consistence with previous user-elicitation
studies [1] our participants were students with a background in
computer science, physics, engineering as well as management &
economics. Five of the participants were left handed. We conducted
the user-elicitation study in an experimental laboratory. Here we
used a dedicated room with 23m2. The room included a 65” LCD
display which was mounted with a Logitech Brio 4k to simulate the
input devices for touch, speech and mid-air hand gestures.

2.1.1 InfoVis Operations
In order to identify common InfoVis operations, we used the frame-
work of Yi et al. [10] to categorize the operations with 11 InfoVis
systems, such as [2,4,9]. Our selection criteria were that the systems
provided an user interface either implementing touch, speech, mid-
air hand gestures or a combination of them. Through this approach
we identified the following InfoVis operations and extracted them
for our user-elicitation study (Table 1).

Table 1: The list of InfoVis operations presented to participants
grouped by category.

Interaction Intent [10] InfoVis Operation

Select Select
Filter Filter

Explore New Visualization
Explore Question to Data
Explore Scroll
Explore Change Tab
Encode Change Visualization Type

Reconfigure Reconfigure
Abstract/Elaborate Drill-Down
Abstract/Elaborate Zoom In
Abstract/Elaborate Zoom Out

Connect Details
Connect Externalize Insights
Others Bookmark
Others Undo

2.2 Procedure
The user-elicitation study consisted of two parts. First, participants
elicited (1) touch, (2) speech, (3) mid-air hand gestures, and (4)
a combination of these modalities for each InfoVis operation and



rated them. Second, participants answered a series of interview
questions about their elicited interactions and their preferences. The
participants were asked to think out loud during the elicitation of the
interactions and the sessions were recorded via video.

For the elicitation portion of the study, we told participants that
they should suggest interactions for each modality which are most
intuitive to them and would be preferred for a future multimodal
InfoVis system independent of perceived recognition reliability. The
experimenter then walked the participants through the 15 InfoVis
operations, which were randomized for each session. As presented
by Morris [5], for each InfoVis operation the experimenter stated
the name and demonstrated the effect of the InfoVis operation as a
video, then prompt the participant to suggest interactions that would
cause this InfoVis operation to be executed (Figure 1).

Figure 1: Elicitation of the InfoVis Operation ’Zoom In’

For each InfoVis operation, participants were able to suggest one
interaction for (1) touch, (2) speech, (3) mid-air hand gestures, and
(4) a combination of these modalities or could refuse to suggest
an interaction if they think that no interaction would be possible
or intuitive for a certain modality or combination. After each In-
foVis operation the participants were asked to order the suggested
interactions based on which interaction they would prefer most in a
future system for that InfoVis operation and in which context they
would use them. Afterwards we asked the participants to rate their
interactions on two Likert scales, depicting ease of use and goodness
of mapping of the interaction to the InfoVis operation.

With thirty participants, 15 InfoVis operations, and (1) touch, (2)
speech, (3) mid-air hand gestures, and a combination of them, as
well as 363 refusals by the participants because of the lack of an
intuitive interaction, a total of (30 x 15 x 4) - 363 = 1.437 interactions
were proposed by the participants. From these proposed interactions
we derived 492 unique interactions for the subsequent analysis.

3 INITIAL FINDINGS

Our findings suggest that users would be highly receptive to use mul-
timodal InfoVis systems on large interactive displays. Our analysis
of the agreement between participants based on the max-consensus
metric [5] and the analysis of the preference regarding the modality
used in a subsequent prototype confirms previous research that the
combination of touch and speech is promising. Our results further
show that especially speech is beneficial for interactions, which
need to convey the intended interaction as well as supporting to
access more specific information, e.g. by leveraging filters and
configuration parameters. Touch, however, is great as a robust and
basic interaction modality and is especially beneficial for interaction,
which require the user to select targets for the intended interactions.
Even though mid-air hand gestures are very well suited for simple in-
teraction, which only need to convey the intended interaction, these
interactions can also be provided using touch.

Furthermore, our analysis shows, that the agreement score should
be complemented in multimodal user-elicitation studies by addi-
tional preference scores, such as our preference ranking. For exam-
ple, based on the max-consensus metric designers and researchers

could conclude, that using menus to create new visualizations, fa-
cilitated by touch or mid-air hand gestures, would be a intuitive
interaction preferred by the users. However, when combining the
max-consensus metric with our preference score, we were able to
show, that speech is mainly preferred as a modality to create new
visualizations and that we could focus in our future analysis of
the results on synonyms for speech as well as touch for creating
visualizations.

4 CONCLUSION AND FUTURE WORK

We conducted a user-elicitation study to identify how users want to
interact with multimodal InfoVis systems on large interactive dis-
plays using touch, speech and mid-air hand gestures and how their
preferences depended on InfoVis operations. Overall, participants
provided positive feedback regarding the usage of multimodal user
interfaces for visual data analysis and exploration. Our results specif-
ically show that touch and speech are promising input modalities for
designing multimodal InfoVis systems on large interactive displays.

Besides further analyzing the results of our user-elicitation study,
we are currently implementing a multimodal InfoVis system on
large interactive displays. We especially plan to focus on touch and
speech interaction, based on our results, and investigate how these
modalities can be further enhanced to increase the effective use of
these systems and the productivity of the users.
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